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Abstract: Since the seminal work of Engle and Granger (1987) and Johansen (1988), testing for cointegration has become standard practice in analysing economic and financial time series data. Many of the techniques in cointegration analysis require the assumption of normality, which may not always hold. Although there is evidence that these techniques are robust to non-normality, most existing techniques do not seek additional information from non-normality. This is important in at least two cases. Firstly, the number of observations is typically small for macroeconomic time series data, the fact that the underlying distribution may not be normal provides important information that can potentially be useful in testing for cointegrating relationships. Secondly, high frequency financial time series data often shows evidence of non-normal random variables with time-varying second moments and it is unclear how these characteristics affect the standard test of cointegration, such as Johansen’s trace and max tests.

This paper proposes a new framework derived from Independent Component Analysis (ICA) to test for cointegration. The framework explicitly exploits processes with non-normal distributions and their independence. Monte Carlo simulation shows that the new test is comparable to the Johansen’s trace and max tests when the number of observations is large and has a slight advantage over Johansen’s tests if the number of observations is limited. Moreover, the computational requirement for this method is relatively mild, which makes this method practical for empirical research.
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1 Introduction

Since the seminal work of Engle and Granger (1987) and Johansen (1988), testing for cointegration has become standard practice in analysing economic and financial time series data. While the importance of cointegration analysis is undeniable, the importance of its various assumptions has often been ignored by researchers. Specifically, the assumption of normality and its implication to statistical inference has not been examined sufficiently from the empirical perspective. Although there is evidence that the Johansen’s trace and max tests for cointegration ranks are robust to non-normal error, they do not seek additional information from the underlying distribution. However, given the number of observations is typically small for macroeconomic time series data, the fact that the underlying distribution may not be normal provides important information that may be useful in testing for cointegrating relationships. This observation, however, is not restricted to data with limited observations. High frequency financial time series data often shows evidence of random variables with time-varying second moments and excess kurtosis. This has two implications. Firstly, it is unclear how these characteristics affect existing tests of cointegration. Secondly, excess kurtosis implies the assumption of normality will seriously under-estimate financial risk.

In general, it is somewhat unfortunate that the literature tends to view non-normality as an inconvenience, rather than valuable information which can be useful in empirical research. This is reflected by the fact that most studies focused on the robustness of various testing procedures against non-normality instead of trying to seek information from non-normality. This is perhaps not surprising, as analysing non-normal distributions often leads to intractable mathematical exposition. Worse still, it often appears that the marginal benefit in such analyses do not exceed the marginal cost from their mathematical difficulties. This paper aims to demonstrate that taking advantage of non-normality does not have to be a mathematical challenge. By incorporating and extending some fundamental results from Independent Component Analysis (ICA), this paper proposes a new framework for testing cointegration. The framework explicitly exploits stochastic processes with non-normal distributions and their independence. Monte Carlo simulation shows that the test is comparable to
the Johansen’s trace and max test when the number of observations is large and has
advantage over the Johansen’s tests if the number of observations is limited. Moreover,
the computational requirement for this method is relatively mild, which makes
this method practical for empirical research.

The paper is organised as follows: Section 2 provides the necessary concepts in
Independent Component Analysis. This is followed by the introduction of the new
co-integration test in Section 3, which also contains an extension on existing results
in ICA to accommodate integrated processes. Section 4 investigates the finite sample
properties of the proposed test via Monte Carlo experiments. Section 5 provides an
empirical example and concluding remarks can be found in Section 6.

2 Independent Component Analysis

The original formulation of Independent Component Analysis can be found in
Hérault and Ans (1984) and Hérault et al. (1985) and since then, the field has grown
substantially with applications across many different areas such as signal processing,
image processing, neural network and machine learning. A comprehensive survey on
the development of ICA can be found in Hyvärinen et al. (2001) and some of the latest
results in the areas can be found in Common and Jutten (2010). Common (1984) is
also a useful and concise introduction to the subject. Given the rapid development of
ICA, it is not possible for this section to provide a comprehensive survey of the subject
but rather, it aims to provide a concise introduction to some of the crucial elements in
ICA relevant to the testing of cointegration.

Consider the following linear equation:

$$y_t = Ax_t$$  \hspace{1cm} (1)

where $$y_t = (y_{1t}, ..., y_{kt})'$$ is a $$k \times 1$$ vector, $$A$$ is a $$k \times k$$ real matrix and $$x_t = (x_{1t}, ..., x_{kt})'$$ is
a $$k \times 1$$ vector of independent random variables with no more than one normal random
variate \(^1\). Note that $$f_{ij}(x_{it}, x_{jt}) = f_i(x_{it})f_j(x_{jt})$$ for all $$i \neq j$$ and $$t, \tau \in \mathbb{Z}^+$$, where

\(^1\)Strictly speaking, it is assumed that no more than one random variate with the same family of
\( f_{ij} \) denotes the joint probability density for \( x_{it} \) and \( x_{jt} \) and \( f_i \) denotes the marginal density for \( x_{it} \), for \( i, j = 1, \ldots, k \). Although not strictly necessary, it is also assumed that \( x_{it} \) is strictly stationary for \( i = 1, \ldots, k \). This assumption will be relaxed in Section 3.

The standard problem is to recover \( x_t \) based on the observed sample of \( y_t \) without any information on \( A \) or \( x_t \). Obviously, this is not possible if more than one component in \( x_t \) is normally distributed. However, it is possible to recover \( x_t \), subject to scaling and permutation, if only one of its components is normally distributed. The intuition behind this possibility is best explained via central limit theorems. An important implication of most central limit theorems is that a weighted sum of a sequence of random variables converges in distribution to normality. This implies that an additional random variable in an finite sequence will, in a sense, make the sum of that sequence “closer” to normal in distribution. This is an important insight, as it allows the recovery of individual \( x_{it} \) if \( x_{it} \) is not normally distributed. In order to take advantage of this insight, let consider the following optimisation problem:

\[
\hat{b}_i = \arg \max_{b_i} G(b'_iy_t) \quad (2)
\]

\[\text{s.t } b'_ib_i = 1\]

where \( G(b'_iy_t) : \mathbb{R}^k \to \mathbb{R} \) is an appropriate measure of non-normality. Let \( z_{it} = b'_iy_t \) and \( q'_i = b'_iA \) then \( z_{it} = b'_iy_t = b'_iAx_t = q'_ix_t \). Note that for a given element in \( y_t \), \( y_{it} = a_{it}x_t \), where \( a_{it} \) denotes the \( i^{th} \) row of \( A \). Thus, \( y_{it} \) is a linear combination of at least \( k - 1 \) non-normal random variables. Following the intuition as explained before, \( y_{it} \) must be “closer” to normal in distribution than any element in \( x_t \). Hence, in order to maximise the “non-normality” of \( z_{it} = \hat{b}'_iy_t \), \( \hat{b}_i \) must be the vector such that \( \hat{q}'_i = \hat{b}'_iA \) has exactly one non-zero element. In other words, \( z_{it} = q'_jx_{jt} \) for some \( j \leq k \). Thus, one of the unobserved components has been recovered subject to a scale factor \( q_i \). The same process can be repeated in order to recover the remaining unobserved variables by utilising the independence nature of \( x_t \). This can be achieved by solving the same optimisation problem with an additional constraint that the next solution must be

---

stable distributions
orthogonal to the previous ones.

Under the assumption that $A$ has full rank, there will be exactly $k$ orthogonal vectors, such that $\hat{b}_i'\hat{b}_j = 0$ for all $i \neq j$. Hence, the vector $\hat{b}_k$ can be calculated without solving the additional optimisation problem. Instead, it is simply the vector satisfying $\hat{b}_k'\hat{b}_i = 0$ for $i \neq k$. An implication of this result is that one and only one of the unobserved components can be normally distributed.

The following theorem contains a justification for independent component analysis. It provides a sufficient condition on the objective function, $G$, to ensure that the solution to the optimisation will recover the original independent components, subject to permutation and scaling.

**Theorem 1.** Consider the model as defined in equation (1) with each element in $y_t$ has zero mean and unit variance. Let $G(x)$ be a smooth even function, then the local maxima (minima) of $EG(b'y_t)$ under the constraint $||b|| = 1$ include those rows of $A$ such that the corresponding independent component $x_{it}$ satisfy

$$E[g'(x_{it}) - x_{it}g(x_{it})] > 0 \quad \text{for minima}$$

$$E[g'(x_{it}) - x_{it}g(x_{it})] < 0 \quad \text{for maxima}$$

(3) \hspace{1cm} (4) \hspace{1cm} (5)

where $g(x) = G'(x)$.

**Proof.** See Hyvärinen et al. (2001)

Essentially Theorem 1 shows that any non-quadratic smooth function, $G$, that divides the space of probability distributions into two half spaces can be used to identify the unobserved variables. Specifically, the variables which distributions belong in one half space can be estimated by maximising $G(b'y_t)$ and the independent components whose distributions belong to the other half space can be identified by minimising $G(b'y_t)$.

**Corollary 1.** Under the assumptions of Theorem (1), let $H(b) = EG(b'y_t)$ then the
solution, \( \hat{b} \), to the following optimisation problem:

\[
\hat{b} = \arg \min_b \mathbb{E}G(b'y_t) \\
\text{s.t. } b'b = 1
\]

satisfy \( A'b = q_i e_i \), for some scalar \( q_i \in \mathbb{R} \) and some \( i \leq k \) with \( e_i \) denotes the \( i^{th} \) column of a \( k \times k \) identity matrix.

**Proof.** See Hyvärinen et al. (2001)

**Remark 1.** In practice, the variance of \( x_{it} \) is not known and it is not identifiable without further information. Hence, the elements in matrix \( A \) can only be identified up to an appropriate scaling. In fact, the square of the unknown scalar, \( q_i \), is proportional to the variance of \( x_{it} \), which cannot be identified without further information. Moreover, the optimisation seeks out the random variable, \( x_{it} \), which is the most “non-normal” random variable as measured by \( G(x) \). Hence, it is not possible to sort the order in which each unobserved variable can be identified. Thus, each component in \( x_t \) can only be recovered subject to scaling and permutation. However, these limitations are often unimportant in practice or can be alleviated with additional information provided by the researchers. This issue will be discussed further in relation to identify cointegrating vector in section 3.

The solution to the optimisation as defined in (2) can be calculated using the algorithm below:

**Algorithm 1: One Unit Source Separation**

Step i. initiate \( b_i \) for some \( i = 1, ..., k \).

Step ii. \( b_i \leftarrow b_i + B(b_i) \) where

\[
B(b_i) = T^{-1} \left[ \sum_{t=1}^{T} y_t g(b_i y_t) - \sum_{t=1}^{T} g'(b_i y_t) b_i \right]
\]

Step iii. \( b_i \leftarrow \frac{b_i}{||b_i||} \).
Step iv. Repeat the previous Steps (ii)-(iii) until \( b_i \) converges, i.e. \( B(b_i) < \varepsilon^* \) where \( \varepsilon^* \) is some pre-defined tolerance level.

Step v. \( z_t = b'_i y_t \).

Define \( z_t = \hat{B} y_t \) where \( \hat{B} = \left( \begin{array}{c} \hat{b}'_1 \\ \vdots \\ \hat{b}'_k \end{array} \right) \), the algorithm above computes an element of \( z_t \). In order to compute the rest of \( z_t \), one can repeat the algorithm above, with an additional step to ensure that the new vector is orthogonal to the previous solution, that is, \( b'_i b_j = 0 \) for all \( j < i \). This idea can be summarised in the algorithm below:

**Algorithm 2: Multiple Units Source Separation**

Step i. Initiate \( i = 1 \).

Step ii. Apply the One Unit Source Separation algorithm as stated in Algorithm 1 for the \( i^{th} \) component in \( y_t \).

Step iii. If \( i \neq 1 \) then
\[
b_i \leftarrow b_i - \sum_{j=1}^{i-1} (b'_i b_j) b_j.
\]

Step iv. Normalise \( b_i \) by setting \( b_i \leftarrow \frac{b_i}{||b_i||} \).

Step v. \( \hat{B} = (b'_1, b'_2, \ldots, b'_k)' \).

Step vi. \( z_t = \hat{B} y_t \).

The algorithm above incorporates a Gram-Schmidt type method to ensure that each row in \( \hat{B} \) is orthogonal to the others. An implication of Proposition 2 is that the unobserved random vector can be recovered, subject to scaling and permutation, by calculating \( z_t \) following Algorithm 2.

The choice of the objective function, \( G \), may seem crucial in the performance of the test but it needs not be the case. While Proposition 1 provided useful sufficient
conditions for $G$, the performance of different $G$ remains an empirical question. An obvious choice is the excess kurtosis which is defined to be:

$$\kappa (b'y_t) = \mathbb{E} y_t^4 - 3 [\mathbb{E} y_t^2]^2.$$  \hspace{1cm} (6)

The idea is that any random variable with kurtosis different to three is likely to be non-normal. Excess kurtosis as defined in equation (6) is always non-negative and equals to zero only if the random variable is normally distributed. Therefore, it provides a simple measure of non-normality. A practical problem with kurtosis is that the expectation in equation (6) cannot be calculated directly and must be estimated. Given the estimation of the fourth moment is sensitive to outliers, this means the measure is also extremely sensitive to outliers. An alternative is to utilise the concept of “negentropy”. Recall that the entropy, $H$, of a random vector, $x$, with density $p_x(s)$ is defined to be

$$H(p) = -\int_A p_x(s) \log p_x(s) ds. \hspace{1cm} (7)$$

Define negentropy, $J(p)$, as

$$J(p) = H(\phi_x) - H(p_x) \hspace{1cm} (8)$$

where $\phi_x$ denotes the normal density with the same variance-covariance matrix as density $p_x$, which is the true density of the random vector $x$. A fundamental result is that a normal random variable has the largest entropy among all other random variables with equal variance-covariance structure. Thus, $J(p) > 0$ for all density and can be used as a measure of non-normality.

Similar to excess kurtosis, equation (8) cannot be computed directly and the entropy functional must be approximated based on given data. The standard approach is to utilise the higher-order cumulants. Since $b'y_t$ is an univariate random variable, the following discussion will focus on the univariate case only. The Gram-Charlier expansion of a density, $p(x)$, is given by

$$p_x(s) = \phi(s) \left(1 + \kappa_3(s) \frac{H_3(s)}{3!} + \kappa_4(s) \frac{H_4(s)}{4!}\right) \hspace{1cm} (9)$$
where $\phi(s)$ and $H_i(s)$ denote the normal density and Chebyshev-Hermite polynomial of order $i$, respectively and $\kappa_i(s)$ denotes the $i^{th}$ cumulant of the random variable, $s$. Substitute the right hand side of equation (9) to equation (7) and use the approximation $\log(1 + \varepsilon) \approx \varepsilon - \varepsilon^2/2$, $H(p_x)$ can be approximated as

$$H(p_x) \approx - \int_A \phi(s) \log \phi(s) ds - \frac{\kappa_3(s)^2}{12} - \frac{\kappa_4(s)^2}{48}.$$  (10)

Subsequently, for a standardised random variable, the negentropy can be approximated by

$$J(p_x) \approx \frac{2}{12} \left[ \mathbb{E}x^2 \right]^2 + \frac{1}{48} \kappa(x).$$  (11)

The problem of this approximation is that it involves the estimation of kurtosis, which means it is still not robustness to outliers. However, this can be resolved by generalising the approximation method for $J(p_x)$. Let $p(x)$ be the maximum entropy density with the moment constraints,

$$\int p(x) F_i(x) dx = c_i \quad i = 1, ..., m.$$

$p(x)$ can be approximated by

$$\hat{p}(x) = \phi(x) \left( 1 + \sum_{i=1}^m c_i F_i(x) \right).$$

Hence, a more flexible approximation for $J(p_x)$ can be derived using the approximation above and this gives:

$$J(p_x) \approx \frac{1}{2} \sum_{i=1}^m \mathbb{E}F_i^2(x).$$

Note that if $F_i(x) = x^i$, then the approximation above is algebraically equivalent to equation (11). In other words, the polynomial moment functions in equation (2) can be replaced by more general functions. Specifically, replace $x^2$ and $x^4$ by $F_1(x)$ and $F_2(x)$, respectively gives

$$J(p_x) \approx k_1 \left[ \mathbb{E}(F_1(x)) \right]^2 + k_2 \left[ \mathbb{E}F_2(x) - \mathbb{E}F_2(\nu) \right]^2.$$  (12)
Although the accuracy of this approximation depends on the choice of $F_i$, it is always consistent as a measurement of non-normality in the sense that it is always non-negative and equals to zero only if the random variable is normally distributed. Thus, the choice of $F_i$ can be extremely flexible and can be chosen to alleviate the impact of outliers, which will make the estimation more robust. A popular choice is:

$$F_1(x) = a \log \cosh ax$$

$$F_2(x) = -\sqrt{2\pi} \phi(x),$$

with $1 \leq a \leq 2$ and is often chosen to be 1.

In order to demonstrate the algorithm in practice, let’s consider the following simple example. Let $x_t = (x_{1t}, x_{2t})'$ such that $x_{1t} \sim \chi^2(1)$ and $x_{2t} \sim t(5)$ and

$$A = \begin{pmatrix} 0.2 & 0.98 \\ 0.7 & 0.71 \end{pmatrix}.$$  

Set $y_t = Ax_t$, that is $y_{1t} = 0.2x_{1t} + 0.98x_{2t}$ and $y_{2t} = 0.7x_{1t} + 0.71x_{2t}$, then apply Algorithm 2 to $y_t$ with the objective function as defined in equations (12)-(14) to obtain $z_t$. Figure 1 shows the 3000 random draws of $x_t$, the observed (mixed) variables, $y_t$, and the recovered variables, $z_t$, which is calculated as $\hat{B}y_t$ following Algorithm 2.

As shown in Figure 1, $z_t$ resembles the unobserved variables $x_t$. Specifically, $z_{1t}$ resembles $x_{1t}$ with a negative scaling factor where $z_{2t}$ resembles $x_{2t}$ with a positive scaling factor. Note that the algorithm does not require any knowledge of $x_t$ other than the assumption of independence. The matrix $\hat{B}$ is calculated based on $y_t$ only. Moreover,

$$\hat{B} = \begin{pmatrix} 0.976 & -1.340 \\ 1.022 & -0.293 \end{pmatrix} \quad Q = \hat{B}A = \begin{pmatrix} -0.743 & 0.005 \\ -0.001 & 0.793 \end{pmatrix}$$

provides evidence supporting Proposition 2. Specifically, as $z_t = \hat{B}y_t = \hat{B}Ax_t = Qx_t$, this shows that each component in $z_t$ corresponds to a unique element in $x_t$ subject to scaling.
3 Co-integration

This section introduces two new tests of co-integration rank based on ICA as introduced in Section 2. The first test is an application of Theorem 1 and Corollary 1. Let \( y_t = (y_{1t}, \ldots, y_{kt})' \) be a \( k \times 1 \) vector of \( I(1) \) variables, such that \( y_t = A x_t \) where \( x_t \) consists of \( r \) \( I(0) \) variables and \( k - r \) \( I(1) \) variables. Note that \( y_t \sim I(1) \) with \( r \) cointegrating vectors. The basic idea is to seek a matrix \( \hat{B} \) such that \( \hat{B} y_t \) maximizes some measures of non-normality. Note that there are \( r \) stationary variables in \( x_t \), this means there exists \( r \) rows in \( \hat{B} \) such that \( \hat{b}_i y_t \sim I(0) \) for some \( i \). Thus, the test also estimates the co-integrating vectors and can also potentially identify the underlying \( I(1) \) and \( I(0) \) variables that govern the co-integrating system.

Formally, consider the following linear system:

\[
y_t = A x_t
\]

(15)

where \( x_t = (x'_{Xt}, x'_{It})' \) such that \( x_{Xt} = (x_{1t}, \ldots, x_{rt})' \sim I(0) \) and \( x_{It} = (x_{r+1t}, \ldots, x_{kt})' \sim I(1) \). Obviously, \( y_t \sim I(1) \) and the system as defined in equation (15) can be transformed linearly to the triangular representation as presented in Phillips (1991). To see
this, let $V$ be a $k \times k$ matrix such that
\[
\mathbf{u}_t = V\mathbf{y}_t = VAx_t
\]
with
\[
VA = \begin{pmatrix}
I_{r \times r} & \mathbf{C} \\
0_{(k-r) \times r} & I_{(k-r) \times (k-r)}
\end{pmatrix},
\]
where $I$ and $0$ denote the identity and null matrix, respectively. Note that $V$ always exists since $A$ has full rank. As a result, $\mathbf{u}_t \sim I(1)$ is expressed in the triangular representation as proposed in Phillips (1991) with the matrix $\mathbf{C}$ containing the cointegrating vectors.

Note that if $\mathbf{y}_t = Ax_t$ then $\Delta \mathbf{y}_t = A\Delta \mathbf{x}_t$ where $\Delta$ denotes the first difference operator. Since $\mathbf{x}_t \sim I(1)$, it implies $\Delta \mathbf{x}_t$ has finite second moment and therefore, $A^{-1}$ can be recovered subject to scaling and permutation by solving the following optimisation problem using Algorithm 2.

\[
\hat{B} = \arg \max_{B \in U} G(B\mathbf{y}_t)
\]
\[
s.t. B'B = I
\]
where $I$ denotes the identity matrix with the appropriate dimension. Let $\hat{b}_i$ denotes the $i^{th}$ row of $\hat{B}$ and define $\mathbf{z}_t = (z_{1t},...,z_{kt})'$, such that
\[
z_{it} = \hat{b}_i \mathbf{y}_t = q_{ij}x_{jt},
\]
for some $j = 1,\ldots,k$. That is, $z_{it}$ is a scalar multiple of one of the components in $\mathbf{x}_t$. In addition, due to the constraint $\hat{B}'\hat{B} = I$, the matrix $\hat{B}$ has full rank, so each element in $\mathbf{z}_t$ is a scalar multiple of an unique element in $\mathbf{x}_t$.

Since each element in $\mathbf{z}_t$ is a scalar multiple of an unique element in $\mathbf{x}_t$, there are exactly $r$ stationary variables and $l = k - r$ non-stationary variables in $\mathbf{z}_t$. Thus, the cointegrating vectors, if exist, are the rows in $\hat{B}$ that correspond to the stationary components in $\mathbf{z}_t$. Therefore, the test of cointegration can be performed by testing the
stationarity of each row of $\hat{B}y_t$.

An advantage of this approach is that the test of cointegration is reduced to multiple tests for unit root. More importantly, the order of integration is not required before conducting this test. This can have empirical advantage over the Johansen’s approach, as it allows different tests of unit root with each row of $z_t$, and can subsequently enhance the test power by accommodating different characteristics of the underlying variables, such as seasonality and structural break.

A potential drawback with this approach is that the test explicitly assumes the components in $\Delta x_t$ remain non-normally distributed. The reason that the test requires differencing is related to the fact that the proofs of Theorem 1 and Corollary 1 require the unobserved vector, $x_t$, to be weakly stationary. However, it is possible to extend Theorem 1 and Corollary 1 to accommodate possible non-stationary components in $x_t$. Without loss of generality, let $x_t = (x_{1t}', x_{St}')'$ such that $x_{It} = (x_{1t}, ..., x_{lt})' \sim I(1)$ and $x_{St} = (x_{l+1t}, ..., x_{kt})' \sim I(0)$. Define also, $I = \{1, ..., l\}$ and $S = \{l+1, ..., k\}$. Consider the following assumptions:

A1. $\exists T_0 > 0$ such that for any $T > T_0$, $\exists c_T \geq c_0 \geq 0$ and:

$$\left| T^{-1} \sum_{t=1}^{T} x_{it} \right| \leq c_0. $$

A2. Let $f(x)$ and $g(x)$ be two univariate real-valued and differentiable functions,

$$T^{-1} \left| \sum_{t=1}^{T} g(x_{it}) f(x_{jt}) - \sum_{t=1}^{T} g(x_{it}) \sum_{t=1}^{T} f(x_{jt}) \right| \leq c_T \; \forall i \neq j.$$

A3. $\forall \varepsilon > 0 \; P(c_T < \varepsilon) = 1$ as $T \to \infty$. 
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\[ x_{it} = x_{it-1} + \varepsilon_{it} \quad \text{for } i \in I \]
\[ x_{it} = \Pi(L)\varepsilon_{it} \quad \text{for } i \in S \]
\[ \varepsilon_{it} \sim \text{iid}(0, \sigma^2) \quad \forall i, t \]
\[ \mathbb{E} \left( \varepsilon_{it}\varepsilon_{jt} \right) = 0 \quad \text{for } t \neq \tau, \ i \neq j. \]

where \( \Pi(L) \) denotes a lag polynomial with all roots outside the unit circle.

Assumption 1 ensures the sample means are zero for all unobserved components. This can always be achieved and it is therefore assumed for mathematical convenience. Assumption 2 is the sample analogue to independence as required by the standard independent components analysis. Assumption 4 restricts the class of non-stationary process to be unit root, which can be relaxed further to unit root with drift.

**Proposition 1.** Consider the model as defined in equation (1) and let \( G(x) \) be a twice differentiable functions. Under Assumptions (1) - (3), there exists \( i \) such that \( 1 \leq i \leq k \) and a scalar, \( q_i \) such that the solution to the following optimisation problem
\[ \hat{\theta} = \arg \max_b \sum_{t=1}^{T} G(b'y_t) \]  
\[ \text{s.t. } b'b = 1 \]

has the following characteristics:

i. The absolute value of each element in \( A\hat{b} - q_i\mathbf{e}_i \) is \( O_p(1) \)

ii. The absolute value of each element in \( \hat{b} - q_i\mathbf{e}_iA^{-1} \) is \( O_p(1) \).

*Proof. See Appendix.*

This proposition essentially ensures that the unobserved components can still be identified even in the presence of \( I(1) \) variables. The following proposition shows the algorithms presented in Section 2 can be used to solve the optimisation problem consider in Proposition 1.
Proposition 2. Under the assumptions of Proposition 1 and let \( \hat{B} \) be the matrix as calculated in Algorithm 2, there exists a permutation matrix \( K \) and a diagonal matrix \( Q \) such that the absolute value of each element in \( KQ\hat{B} - A^{-1} \) is \( O_p(1) \).

Proof. See Appendix.

Essentially, the results established in Propositions 1 and 2 mean that it is possible to estimate \( A^{-1} \) in the presence of integrated unobserved components using existing algorithm such as Algorithm 2. The finite sample performance of these two approaches will be compared with the Johansen max and trace tests in the next section via Monte Carlo experiments.

4 Finite Sample Performance

This section compares the finite sample performance of the proposed tests with the max and trace tests of Johansen (1988) via Monte Carlo simulation. The co-integrating system is generated through the follow Data Generating Process (DGP):

\[
\begin{pmatrix}
y_{1t} \\
y_{2t} \\
y_{3t} \\
y_{4t} \\
y_{5t}
\end{pmatrix} = \begin{pmatrix} 0.2 & 0.4 & 0.7 & 0.1 & 0.2 \\ 0.8 & 0.9 & 1.0 & 0.3 & 0.4 \\ 0.3 & 0.3 & 0.9 & 0.2 & 0.4 \\ 0.72 & 1.2 & 2.3 & 1.4 & 1.0 \\ 1.03 & 1.13 & 2.12 & -1.13 & 3.12 \end{pmatrix} \begin{pmatrix} x_{1t} \\ x_{2t} \\ x_{3t} \\ x_{4t} \\ x_{5t} \end{pmatrix}
\]

where

\[
\begin{pmatrix}
x_{1t} \\
\vdots \\
x_{lt} \\
x_{5t}
\end{pmatrix} = \begin{pmatrix} x_{1t-1} \\ \vdots \\ x_{lt-1} \\ 0 \end{pmatrix} + \begin{pmatrix} \varepsilon_{1t} \\ \vdots \\ \varepsilon_{lt} \end{pmatrix}
\]

with \( r < 5 \). Each \( \varepsilon_{it} \) follows a skewed t-distribution with 5 degrees of freedom and skew parameter equals to 2. This section conducts four sets of Monte Carlo experiments with \( T = 50 \) and \( T = 100 \) and in each case, \( r = 1 \ (l = 4) \) and \( r = 4 \ (l = 1) \). The number of
Table 1: Finite Sample Performance

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Johansen Trace</th>
<th>Max</th>
<th>New Test Using $y_t$</th>
<th>Using $\Delta y_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>0.85</td>
<td>0.67</td>
<td>0.91</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>3.43</td>
<td>2.50</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.09</td>
<td>1.07</td>
<td>1.11</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>3.88</td>
<td>4.05</td>
<td>3.86</td>
</tr>
</tbody>
</table>

replication is 1500 in each case.

For the first test, $\hat{B}$ is obtained by solving the optimisation problem as defined in equation (16) using Algorithm 2 with $\Delta y_t$. The objective function $G$ follows the approximation of negentropy as defined in equations (12) - (14). The potential cointegrating vectors are identified via testing the stationarity of each element in $z_t = \hat{B}y_t$ using the unit root test proposed in Im et al. (2011). The second test follows the exact same procedure except Algorithm 2 utilises the actual data $y_t$ rather than its first difference. Table 1 contains the summary of the finite sample performance in each case.

As shown in Table 1, Johansen’s Trace and Max tests remain robust to non-normal errors when the sample is moderately large but the new tests performed slightly better when the number of observations is small. This provides some evidence for Propositions (1) and (2) and shows that it is possible to take advantage of non-normal errors when testing for co-integrating ranks.

The next section applies the proposed tests of cointegrating rank to examine the spot and forward relationship in US/AU exchange rates. It also compares the dynamics of the unobserved variables with the dynamics of spot and forward rates. The results provide some interesting insight relating to market efficiency. It also raises some interesting questions on some of the standard assumptions in analysing financial time series.
5 Empirical Example: A Simple Spot and Forward Exchange Rate Model

This section applies the proposed tests of cointegrating rank to examine relationship between spot and forward exchange rates. The forward-spot relationship has been studied extensively in the literature, see for examples, Mark (1990), Naka and Whitney (1995), Liunstel and Paudyal (1998) and Zivot (2000). Let $s_t$ and $f_t$ denote the logarithms of spot and forward exchange rates at time $t$, respectively, then the forward rate unbiasedness hypothesis (FRUH) suggests that $s_{t+1}$ and $f_t$ should be cointegrated with the cointegrating vector being $(1, -1)'$. Zivot (2000) argued that if $s_t - f_t$ is stationary then $s_{t+1} - f_t$ must also be stationary but the underlying Vector Error Correction Model (VECM) will be much more complicated. Therefore, inference based on a simple VECM model for $s_{t+1}$ and $f_t$ may not be valid. More importantly, testing FRUH using high frequency data with existing co-integration techniques may be problematic for at least two reasons. Firstly, most daily financial time series have high excess kurtosis and hence, the assumption of normality does not hold. Secondly, the conditional variance of most high frequency financial time series are time-varying and its impact on testing co-integrating relationship is still unclear.

In order to address these issues, this section proposes a simple model to analyse spot and forward exchange rates. The model assumes both spot and forward rates are function of two unobserved components. This follows from the theory that the observed price of any asset at any given time can be decomposed into the “efficient price” and market influence. The former is the price of the asset when market is fully efficient and the latter represents external influence and other market behaviours, such as market micro-structure noise. The model implies that both spot and forward rates must be a function of the efficient rate, that is, the exchange rate when market is efficient. It also implies that both spot and forward rates are influenced by the same market noise but with different sensitivity. These can be expressed mathematically as

$$
\begin{pmatrix}
    s_t \\
    f_t
\end{pmatrix} = A
\begin{pmatrix}
    e_t \\
    n_t
\end{pmatrix}
$$

where $s_t$ and $f_t$ denote the logarithm of spot and forward rates, respectively. $A$ is a
$2 \times 2$ matrix with full rank. $e_t$ and $n_t$ denote the efficient exchange rate and market noise, respectively. This model has two implications under the assumption that the market noise is stationary with zero mean. Firstly, the non-stationary nature of both spot and forward rates comes from the efficient exchange rate, $e_t$. Secondly, the market noise, $n_t$, represents the deviation from the equilibrium. To see this, invert equation (22) yields:

$$
\frac{1}{|A|} \begin{pmatrix} a_{22} & -a_{12} \\ -a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} s_t \\ f_t \end{pmatrix} = \begin{pmatrix} e_t \\ n_t \end{pmatrix}.
$$

(23)

Hence, $\left(1, -\frac{a_{22}}{a_{21}}\right)'$ must be the co-integrating vector and $n_t$ represents the error correction term. Note that the efficient rate is often assumed to follow a geometrical brownian motion in continuous time, which is consistent with $e_t$ being non-stationary. More importantly, if it is possible to estimate $e_t$ based on $s_t$ and $f_t$ then the various assumptions on efficient rate can be verified.

Following the model as defined in equation (22), it is possible to apply the proposed test of cointegration rank to determine the cointegrating vector and subsequently estimate $e_t$ and $n_t$. This is particularly interesting because it is well known that the daily spot and forward data do not follow the normal distribution in either level or first difference. Thus, the proposed test can exploit the non-normality nature of the variables.

This section applies the proposed test of co-integration to examine the forward-spot relationship in the exchange rate between U.S. and Australia. It utilises five-days daily spot and forward exchange rates data from DataStream with the sample starting from 17 September 1999 to 19 September 2012. This gives a total 3394 observations. As mentioned in Section 3, the proposed test can utilise the data at level or first difference. Since both test procedures produce very similar results, this section reports the test based on first differenced data only for brevity.

Note the model as defined in equation (22) implies

$$
s_t = \frac{a_{11}}{a_{21}} f_t - \frac{|A|}{a_{21}} n_t.
$$

Hence, FRUH holds if $a_{11} = a_{21}$ and $\mathbb{E}n_t = 0$. The implication of the first condition
is that the cointegrating vector between $s_t$ and $f_t$ must be $(1, -1)'$ and the second condition can be verified by examining $n_t$.

Figures 2 - 4 contain the plots for daily spot and forward exchange rates as well as the scatter plot between spot and lagged forward exchange rates. As shown in these Figures, both spot and forward exchange rates suffered from steep declines in late 2008 due to the Global Financial Crisis (GFC). However, the scatter plot between the spot and forward shows a strong and rather stable linear relationship. It provides some evidence suggesting that the GFC does not affect the fundamental relationship between US/AU spot and forward exchange rates.

In terms of the order of integration, both spot and forward rates contain unit roots in level but not in first difference, as shown in Table 2. This is confirmed by three
Figure 3: Daily US/AU Future Exchange Rates

Figure 4: Scatter Plot on Daily US/AU Spot and Future Exchange Rates
Table 3: Unit Root Tests on the Estimated Unobserved Components

<table>
<thead>
<tr>
<th>Test</th>
<th>n₁t</th>
<th>e₁t</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF Test</td>
<td>-7.663***</td>
<td>-1.743</td>
</tr>
<tr>
<td>PP Test</td>
<td>-16.956***</td>
<td>-2.428</td>
</tr>
<tr>
<td>KPSS Test</td>
<td>0.150</td>
<td>0.798***</td>
</tr>
</tbody>
</table>

Different unit root tests, namely, the augmented Dicky Fuller (DF) test in Dickey and Fuller (1979) and Said and Dickey (1984), the Phillip-Perron (PP) test in Phillips and Perron (1988) and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test in Kwiatkowski et al. (1992).

Apply Algorithm 2 to the data gives:

\[ \hat{B} = \begin{pmatrix} 1 & -1.0343 \\ 0.595 & 0.256 \end{pmatrix}. \] (24)

Pre-multiplying \( \hat{B} \) with \( (s_f, f_t)' \) and apply unit root tests to the resulting series gives:

\[ \begin{pmatrix} 1 & -1.0343 \\ 0.595 & 0.256 \end{pmatrix} \begin{pmatrix} s_f \\ f_t \end{pmatrix} = \begin{pmatrix} q_1n_t \\ q_2e_t \end{pmatrix}. \]

This reflects the fact that the first row of \( \hat{B} \) is the co-integrating vector as \( s_t - 1.0343f_t \sim I(0) \) based on unit root test result as shown in Table 3. It also reflects the fact that ICA can only recover \( A \) up to scaling and permutation.

More importantly, the algorithm produces the two unobserved components as shown in Figure 5. Interestingly, the non-stationary component resembles the dynamics in both spot and forward rates. The stationary component, however, exhibits completely different type of dynamics. Following from the standard assumption in the literature, the non-stationary component can be considered as estimates for \( e_t \), the efficient exchange rate, and the stationary component, \( n_t \), can be considered as the “noise” induced by market behaviour and other external influences. The histogram and de-

---

\(^2\)The matrix presented here is being normalised by the \((1, 1)\) element in the original matrix produced by Algorithm 2.
Descriptive statistics of $n_t$ can be found in Table 5 and Figure 6. As shown in Figure 6, the stationary component seems to have a bi-modal distribution and the descriptive statistics as shown in Table 5 seem to suggest that the mean of $n_t$ is not statistically different from zero and thus provides support of the FRUH. However, a closer examination reveals that $n_t$ is not independent and identically distributed.

![Non-stationary Series in the Unobserved Components](image)

![Stationary Series in the Unobserved Components](image)

*Figure 5: Unobserved Components*

In order to compare the dynamic structures between $e_t$ and $n_t$ as well as the original spot and forward exchange rates, consider the following ARMA($p,q$)-GARCH($r,s$)
model:

\[ \Phi(L) (y_t - \mu) = \Theta(L) \varepsilon_t \]

\[ \varepsilon_t = \eta_t \sqrt{h_t} \]

\[ h_t = \omega + \sum_{i=1}^{r} \alpha_i \varepsilon_{t-i}^2 + \sum_{i=1}^{s} \beta_i h_{t-i} \]  

where \( \Phi(L) = 1 - \sum_{i=1}^{p} \phi_i L^i \) and \( \Theta(L) = 1 + \sum_{i=1}^{q} \theta_i L^i \) with \( L \) denotes the lag operator such that \( L y_t = y_{t-1} \). It is assumed that \( \Phi(L) \) and \( \Theta(L) \) has no common or unit root. The structural and statistical properties of this model have been studied extensively in the literature, see for example, Ling and McAleer (2003).

Following the spot-forward rate model as defined in equation (22), it implies that

\[
\begin{pmatrix}
\Delta s_t \\
\Delta f_t
\end{pmatrix} = A \begin{pmatrix}
\Delta e_t \\
\Delta n_t
\end{pmatrix}.
\]

Note that the vectors on both sides of the equation are \( I(0) \), this implies the parameters of the ARMA-GARCH model as defined in equation (25) can be consistently estimated.
via Quasi Maximum Likelihood Estimator (QMLE). For further details, see Ling and McAleer (2003).

The lag orders for the conditional mean and variance are determined by Schwarz-Bayesian Information Criterion (SBIC). Table 4 contains the estimation results for the four series.

As shown in Table 4, the dynamics between the observed and the unobserved are quite different. Interestingly, the best fit model for forward rate required a higher order lag in the conditional mean while the best fit model for the efficient rate, $e_t$, required a higher order lag in the conditional variance. More importantly, since both spot and forward rates are linear combination of $e_t$ and $n_t$, it means that the parameter estimates of spot and forward rates should be interpreted with cautions. This is due to the fact that aggregating a series of GARCH processes does not produce a GARCH process. This implies that the standard GARCH specification is misspecified for spot and forward rates, which casts doubts on the reliability on the parameter estimates for these two series.

Another interesting observation is that the standardised residuals did not seem to be normally distributed for all four series, as shown in Table 5. If the interpretation of efficient rate and market noise was valid in this case, it implied that neither the efficient rates nor the market noise was normally or identically distributed. This raises some interesting questions about the assumption of normality when modelling high frequency financial time series. Moreover, the best fit model for $e_t$ exhibited different dynamics than those implied by the standard Geometrical Brownian Motion (GBH). Thus, the application of GBH might also require further revision if the same empirical evidence found to be common among other financial time series.

The empirical results in this paper is also important for analysing ultra-high frequency (or intra-daily) financial data. The recent development in analysing ultra-high frequency financial data relies on consistent estimation of realized volatility. An important aspect of its estimation is the presence of market micro-structure noise, which is assumed to be normally and identically distributed in most cases. The results established in this paper cast doubts on this assumption and it appears that the ICA method introduced in this paper provides an avenue for future research in this area.
Table 4: Parameters Estimates for the Observed and Unobserved Series

<table>
<thead>
<tr>
<th></th>
<th>$\Delta s_t$</th>
<th>$\Delta f_t$</th>
<th>$\Delta e_t$</th>
<th>$\Delta n_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.024</td>
<td>-0.005</td>
<td>-0.114</td>
<td>-0.039</td>
</tr>
<tr>
<td></td>
<td>(1.903)</td>
<td>(-46.954)</td>
<td>(-2.162)</td>
<td>(-0.623)</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>-0.206</td>
<td>0.342</td>
<td>1.18e-4</td>
<td>-0.048</td>
</tr>
<tr>
<td></td>
<td>(-0.871)</td>
<td>(23.498)</td>
<td>(0.373)</td>
<td>(-2.136)</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>0.656</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(28.545)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>0.225</td>
<td>-0.389</td>
<td>-0.558</td>
<td>-0.848</td>
</tr>
<tr>
<td></td>
<td>(0.942)</td>
<td>(-22.350)</td>
<td>(-41.033)</td>
<td>(-67.741)</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>-0.614</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-18.273)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.007</td>
<td>0.008</td>
<td>1.992</td>
<td>15.600</td>
</tr>
<tr>
<td></td>
<td>(3.447)</td>
<td>(3.244)</td>
<td>(3.969)</td>
<td>(3.358)</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.057</td>
<td>0.060</td>
<td>0.176</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>(5.122)</td>
<td>(5.773)</td>
<td>(6.407)</td>
<td>(4.831)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.933</td>
<td>0.927</td>
<td>0.347</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>(89.891)</td>
<td>(95.126)</td>
<td>(2.194)</td>
<td>(53.271)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td></td>
<td>0.032</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.252)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_3$</td>
<td></td>
<td>0.418</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4.781)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Descriptive Statistics of the Standardised Residuals

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque-Bera Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta s_t$</td>
<td>-0.014</td>
<td>0.998</td>
<td>-0.441</td>
<td>4.740</td>
<td>537.820***</td>
</tr>
<tr>
<td>$\Delta f_t$</td>
<td>-0.011</td>
<td>0.996</td>
<td>-0.378</td>
<td>3.994</td>
<td>220.547***</td>
</tr>
<tr>
<td>$\Delta e_t$</td>
<td>0.008</td>
<td>0.999</td>
<td>0.416</td>
<td>4.786</td>
<td>480.431***</td>
</tr>
<tr>
<td>$\Delta n_t$</td>
<td>0.011</td>
<td>0.998</td>
<td>0.245</td>
<td>6.461</td>
<td>702.206***</td>
</tr>
</tbody>
</table>
Figure 7: Histogram of the Standardised Residuals
6 Conclusion

This paper presented two new tests of cointegration rank that take advantage of non-normality explicitly. Monte Carlo experiments showed that the new tests performed as well as the Johansen’s max and trace tests in large sample, and had slight advantage over the Johansen’s tests in small sample. The paper then applied the tests to US/AU spot and forward exchange rates. Empirical results showed that the two exchange rates are cointegrated with the cointegrating vector consistent with the Forward Rate Unbiasedness Hypothesis. Moreover, the testing procedure also produced two independent time series as by products. Interestingly, one of the independent time series could conceivably be interpreted as efficient exchange rate while the other could represent external influence or noise, possibly due to market inefficiency. Closer examination showed that both independent time series contained different dynamic structures. Specifically, both time series contained GARCH errors with different lag orders. This implied that the parameter estimates of GARCH models in the original spot and forward rates might be biased. Moreover, the standardised residuals from both series were non-normal and thus, it provided some evidence against the assumption of normality when modelling financial time series data. More specifically, the assumption that the market noise is a normally and independent distributed random variate might not be appropriate.

Obviously, the empirical finding of this paper had been limited to one particular time series and therefore, the results cannot be generalised without further analysis on broader set of financial time series. However, the intention of this paper was not to challenge the standard practices in the literature, but rather, to demonstrate the usefulness of independent component analysis in analysing economic and financial time series. Specifically, this paper demonstrated that non-normality can be useful in identifying cointegration rank as well as identifying the unobserved factors governing the observed time series.
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**Appendix**

*Proof of Proposition 1.* Note that $y_t = Ax_t$ and thus $H(w'y_t) \equiv H(q'x_t) = H(q)$ where $q = A'w$. Moreover, the constraint, $w'w = 1$ implies there exists a real number, $\eta$, such that $q'q = \eta$. The second order Taylor expansion of $H(q)$ is

$$H(q + \varepsilon) + H(q) + \nabla' H(q) \varepsilon + \frac{1}{2} \varepsilon' \nabla^2 H(q) \varepsilon + O(||\varepsilon||^2).$$

where $\nabla$ and $\nabla^2$ denotes the gradient and Hessian operators, respectively. These implies:

$$\nabla H(q) = T^{-1} \sum_{t=1}^{T} g(q'x_t)x_t \quad \nabla^2 H(q) = T^{-1} \sum_{t=1}^{T} g'(q'x_t)x_t x_t'$$

(26)
where the functions $g(x)$ and $g'(x)$ are the first and second derivatives of $G(x)$, respectively. Assume that $\varepsilon = (\varepsilon_1, ..., \varepsilon_k)'$ with $||\varepsilon||$ sufficiently small. If $c_T \leq ||\varepsilon||^2$ then, evaluating the Taylor expansion at $q = \eta e_i$, gives,

$$H(\eta e_i + \varepsilon) = H(\eta x_i) + T^{-1} \sum_{t=1}^{T} g(\eta x_t) x_i \varepsilon_i$$

$$+ T^{-1} \sum_{j \neq i}^{k} \left( \sum_{t=1}^{T} g(\eta x_t) x_{jt} \right) \varepsilon_j + \frac{1}{2} T^{-1} \sum_{t=1}^{T} g'(\eta x_t) x_{it}^2 \varepsilon_i^2$$

$$+ \frac{1}{2} T^{-1} \sum_{j \neq i}^{k} \sum_{l \neq i, l \neq j}^{k} \left( \sum_{t=1}^{T} g'(\eta x_t) x_{jt} x_{lt} \right) \varepsilon_j \varepsilon_l + \frac{1}{2} \sum_{t=1}^{T} \sum_{j \neq i}^{k} g'(\eta x_t) x_{jt}^2 \varepsilon_j^2$$

$$+ O(||\varepsilon||^2).$$

Under Assumptions (1) and (2)

$$H(\eta e_i + \varepsilon) = H(\eta x_i) + T^{-1} \sum_{t=1}^{T} g(\eta x_t) x_i \varepsilon_i + T^{-1} \sum_{j \neq i}^{k} \left( \sum_{t=1}^{T} g(\eta x_t) \right) c_T \varepsilon_j$$

$$+ \frac{1}{2} T^{-1} \sum_{t=1}^{T} g'(\eta x_t) x_{it}^2 \varepsilon_i^2 + \frac{1}{2} T^{-1} \sum_{j \neq i}^{k} \sum_{l \neq i, l \neq j}^{k} \left( \sum_{t=1}^{T} g'(\eta x_t) \right) c_T^2 \varepsilon_j \varepsilon_l$$

$$+ O(||\varepsilon||^2).$$

Since $g' \eta = \eta$, it implies $\varepsilon_i = \left( \eta - \sum_{j \neq i}^{k} \varepsilon_j^2 \right)^{\frac{1}{2}} - \eta$. Using the fact that $(\eta - \gamma)^{1/2} = \eta - \gamma/2 + O(\gamma^2)$, it implies $\varepsilon_i = -\frac{1}{2} \sum_{j \neq i}^{k} \varepsilon_j^2$. Hence $\varepsilon_i$ is of higher order and can be neglected. This yields:

$$H(\eta e_i + \varepsilon) = H(\eta x_i) - (2T)^{-1} \sum_{t=1}^{T} g(\eta x_t) x_i \sum_{j \neq i}^{k} \varepsilon_j^2 + (2T)^{-1} \sum_{j \neq i}^{k} \sum_{t=1}^{T} g'(\eta x_t) x_{jt}^2 \sum_{j \neq i}^{k} \varepsilon_j^2$$

$$= H(\eta x_i) + \frac{1}{2} \left[ (\sigma_i^2 + \sigma_j^2) \sum_{t=1}^{T} g'(\eta x_t) - T^{-1} \sum_{t=1}^{T} g(\eta x_t) x_i \right] \sum_{j \neq i}^{k} \varepsilon_j^2$$

29
where $\sigma_I^2$ and $\sigma_S^2$ denote the variances of the process that belong to group $I$ and $S$, respectively. The last expression indicates that $\nabla H(\eta e_i) = 0$, and hence $\eta e_i$ is clearly an extremum. This completes the proof.

**Proof of Proposition (2).** Following from Proposition (1), the optimisation problem as solved by Algorithm 2 gives a set of orthogonal vectors, such that $\hat{B} = (w'_1, ..., w'_k)'$ is a $k \times k$ matrix with the property that $A'w_i = q_j e_j + O_p(1)$ for some $j \in \{1, ..., k\}$. Since $w_i w_j = 0$, $A'w_i \neq A'w_j$ for $i \neq j$, there exists a matrix $Q = \text{diag}(q_1, ..., q_k)$ and a permutation matrix $K$ such that the absolute value of each element in $KQ\hat{B} - A^{-1}$ is $O_p(1)$. This completes the proof.